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Spectrally Efficient Long-Haul Optical Networking
Using 112-Gb/s Polarization-Multiplexed 16-QAM

P. J. Winzer, A. H. Gnauck, C. R. Doerr, M. Magarini, and L. L. Buhl

Abstract—We discuss the generation, wavelength-division-mul-
tiplexed (WDM) long-haul transmission, and coherent detection
of 112-Gb/s polarization-division-multiplexed (PDM) 16-ary
quadrature amplitude modulation (16-QAM) at a line rate of 14
Gbaud and spectral efficiencies beyond 4 b/s/Hz. We describe
the (off-line) digital signal processing and blind filter adaptation
algorithms used in our intradyne receiver and characterize its
performance using both simulated and measured 16-QAM wave-
forms. We measure a required optical signal-to-noise ratio of 20.2
dB (0.1-nm reference bandwidth; �� � bit-error ratio), 3.2-dB off
the theoretical limit. We study the effects of finite analog-to-digital
converter resolution, laser frequency offset, laser phase noise,
and narrowband optical filtering. Our experiments on a 25-GHz
WDM grid (4.1-b/s/Hz spectral efficiency) reveal a 1-dB penalty
after 7 passes though reconfigurable optical add/drop multi-
plexers (ROADMs) and an achievable transmission reach of 1022
km of uncompensated standard single-mode fiber. At a spectral
efficiency of 6.2 b/s/Hz (16.67-GHz WDM channel spacing) a
transmission reach of 630 km is attained.

Index Terms—100G Ethernet, coherent detection, optical net-
working, optical transmission, quadrature amplitude modulation
(QAM), wavelength-division multiplexing (WDM).

I. INTRODUCTION

E NABLED by wavelength-division multiplexing (WDM),
fiber-optic transport capacities have been growing expo-

nentially over the last 20 years, just enough to meet the annual
growth in data traffic of several tens of percent per year gen-
erated by our multi-media communication and information so-
ciety [1]. At a fixed optical amplification bandwidth, increasing
the transmission capacity requires increasing the spectral effi-
ciency (SE), i.e., the net per-channel bit rate divided by the
WDM channel spacing

(1)

Up until a few years ago, virtually all optical transmission
systems employed binary intensity or phase modulation [2],
and the required increase in SE was satisfied by advances in
high-speed electronics (higher ) as well as in laser- and
optical-filter frequency stability (reduced ). In the early
2000s, the speed of opto-electronic modulation and detec-
tion approached the bandwidths of stable optical filters, and
higher-order modulation formats had to be used to increase
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at fixed signal bandwidth. This process started with dif-
ferential quadrature phase shift keying (DQPSK) [3], which
allowed point-to-point SEs of up to 1.6 b/s/Hz [4], and com-
fortably enabled optically-routed networking at 40 Gb/s on
a 50-GHz WDM grid (SE of 0.8 b/s/Hz), including multiple
passages though reconfigurable optical add/drop multiplexers
(ROADMs) [5]. In a next step, polarization division multi-
plexing (PDM) was added to boost the SE to 3.2 b/s/Hz in
point-to-point applications using direct detection [4], and to
2 b/s/Hz in an optically-routed environment using coherent
detection [6]. Today, PDM-QPSK is considered an attractive
option for 100-Gb/s optically routed transport systems.

Further compression of the signal spectrum requires higher-
level ( -ary) modulation formats, beneficially in combination
with coherent detection, with an SE limited to 2 using
PDM. In practice, and assuming optically-routed networking
with multiple state-of-the-art ROADMs, 50% of this value,
i.e., may be obtained. Furthermore, higher SEs come at
the expense of increasingly more stringent signal-to-noise-ratio
(SNR) requirements. This is visualized in Fig. 1 [7], where re-
cent experimental results for quadrature amplitude modulation
(QAM) are contrasted with theoretical limits for the linear com-
munication channel. The net impact of higher SNR require-
ments on the achievable transmission reach depends on fiber
type, amplification scheme, and impact of fiber nonlinearities
[8], [9]. At 1 Gbaud, constellations as high as 128-QAM with
a spectral efficiency of 9.3 b/s/Hz (including the required over-
head for forward error correction, FEC) have been demonstrated
[10]. At 56 Gb/s, a spectral efficiency of 7.0 b/s/Hz was obtained
using PDM 32-QAM and orthogonal frequency-division multi-
plexing (OFDM) [11]. Note in this context that multi-tone mod-
ulation (OFDM or coherent WDM) has the same SE and SNR
limits as single-carrier modulation. At 114 Gb/s, 8-PSK [12] and
8-QAM [13] have achieved SEs of 4.2 b/s/Hz for point-to-point
applications (no ROADMs).

In this paper, we report on a series of experiments conducted
at 112 Gb/s using PDM 16-QAM at 14 Gbaud, expanding
upon our initial reports in [14]–[16]. We demonstrate long-haul
optically-routed networking on a 25-GHz WDM grid, and
point-to-point transmission on a 16.6-GHz grid, yielding a SE
of 6.2 b/s/Hz, the highest reported for single-carrier 112-Gb/s
signals.

II. 16-QAM TRANSMITTER

The setup of our 16-QAM transmitter is shown in Fig. 2.
First, four copies of a true 14-Gb/s binary pseudo-random bit
sequence (PRBS) of length are generated and amplified
using high-speed electrical driver amplifiers. Although these
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Fig. 1. Spectral efficiencies achievable as a function of required SNR per bit,
referenced to a single polarization. The Shannon limit applies to ideal coding
and modulation. The symbols assume QAM and enhanced FEC with 7% over-
head and a ���� correction threshold. Circles are theoretical limits, squares
represent measured points at multi-Gb/s line rates.

Fig. 2. Setup of the 16-QAM transmitter.

signals are still binary, signal degradations such as a reduced
rise times or overshoots have to be avoided in order to keep im-
pairments of the generated four-level signal to a minimum. For
each quadrature, one binary drive bit stream is interpreted as
the most significant bit (MSB), and one is attenuated by 6 dB
and interpreted as the least significant bit (LSB) of a 2-bit dig-
ital-to-analog converter (DAC). MSB and LSB streams are then
resistively combined with a multiple-bit decorrelation delay (12
and 18 bits, respectively) as shown in Fig. 2. An eye diagram
of the four-level signals making up in-phase (I) and quadra-
ture (Q) components of the 16-QAM signal is also shown in
the figure. The peak-to-peak voltage of the four-level signals
is approximately 3.5 V. In some of our experiments, the drive
signals are low-pass filtered (LPF) to electrically suppress mod-
ulation sidelobes before being applied to an integrated LiNbO
double-nested Mach–Zehnder (I/Q) modulator. The 16-QAM
optical intensity eye diagram with its three intensity levels cor-
responding to the three rings that make up a square 16-QAM
constellation is also shown in Fig. 2.

As a light source, we typically use a C-band tunable external
cavity laser (ECL) with a measured linewidth of 100 kHz for
the channel under test. Interfering channels use distributed feed-
back (DFB) lasers with linewidths of 2 MHz. We employ two
different 16-QAM transmitters of the same structure, one for the
set of ‘even’ and one for the set of ‘odd’ WDM channels. Both
sets are individually modulated before being combined and po-
larization-multiplexed, as detailed in Section V.

Fig. 3. Setup of the polarization-diversity coherent receiver.

III. COHERENT RECEIVER HARDWARE AND ALGORITHMS

A. Opto-Electronic Receiver Front-End

The opto-electronic front-end of our intradyne receiver is
shown in Fig. 3. The signal is combined with a local oscillator
(LO) laser, typically the same type of ECL as used for the
signal under test, in a polarization-diversity 90-degree optical
hybrid. The LO is tuned to within approximately MHz of
the received signal’s center frequency. The four pairs of bal-
anced outputs from the hybrid are sampled and asynchronously
digitized at 50 GSamples/s using a commercial 4-channel
real-time oscilloscope, with a nominal 8-bit resolution of the
analog-to-digital converters (ADCs) and a frequency-depen-
dent effective number of bits (ENoB) between 4 and 5. All
results shown here are based on offline processing of at least
one million signal samples on each of the four sample streams,
corresponding to more than 250 received symbols ( 2
million bits) for bit-error counting after the convergence of all
receiver loops.

B. Receiver Digital Signal Processing

As shown in Fig. 4, the four sample streams from the ADCs
are interpreted as real and imaginary parts (I and Q) of two com-
plex sample streams, one for each polarization. In a first step, the
algorithm performs ac coupling and corrects for specific (static)
optical front-end errors, such as a sampling skew between I and
Q signal components or phase errors within the 90-degree hy-
brid. Then, digital antialiasing filtering is performed. The exact
antialiasing filter shape has little impact on the performance of
the receiver; rectangular and Gaussian filter shapes were used.
Then, a bulk chromatic dispersion (CD) filter compensates for
dispersion of the transmission line. This linear filter is imple-
mented in the frequency domain using fast Fourier transforms
(FFT) and multiplication with the quadratic spectral phase char-
acteristic of CD. Subsequently, the clock frequency is recovered
by taking the FFT of the signal power waveform and detecting
the pronounced 14-GHz tone. Using the recovered clock fre-
quency, the signal is down-sampled to a synchronous 28 GSam-
ples/s (2x oversampling at Gbaud), albeit with a yet
unknown clock phase. Then, the detection algorithm performs
the following tasks:

• Source separation to adaptively restore the original and
polarizations of the transmit signal from the randomly

rotated receive signal polarizations.
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Fig. 4. Block diagram of the digital signal processing used within the coherent
receiver.

• Adaptive equalization to counter randomly varying
channel impairments.

• Recovery of the correct sampling phase.
• Frequency recovery to compensate for the residual rotation

of the equalized constellation diagram due to the non-zero
intermediate frequency (IF), i.e., the beat frequency be-
tween signal and LO laser.

• Phase recovery to keep the square QAM constellation
aligned with the fixed rectangular decision boundaries
(rectilinear grid in the inset to Fig. 2), which are optimum
for QAM detection in the presence of circularly sym-
metric noise. Note that in the context of synchronization
techniques for digital receivers, frequency and phase
estimation are often treated together under the name of
carrier phase recovery.

The following subsections describe these functional blocks in
detail.

C. Adaptive Source Separation and Equalization

Adaptive source separation, equalization, and sampling
phase recovery are simultaneously performed by the lattice
filter with transfer functions , and

shown in Fig. 4, which represents the frequency-de-
pendent inverse Jones matrix of the transmission channel.
Each filter block is implemented in the time domain as a finite
impulse response (FIR) filter with fractionally-spaced
(T/2) taps, sufficient to allow for reliable operation under a
pulse broadening of up to 3 symbols [17].

In the context of this paper, we are interested in blind filter
adaptation, i.e., adaptation without the use of a training se-
quence. In a first step, we use the well-proven constant modulus
algorithm (CMA), a blind filter adaptation algorithm that is
simple, robust, and works independent of carrier frequency and
phase, both of which are initially not available to the receiver
[17]–[19]. In essence, the CMA minimizes the time-averaged
error

(2)

reflecting the average distance of the equalized received sym-
bols ( being the symbol time index) at the output of the filter

from a single circle of radius in the complex plane (‘constant
modulus’). The filter coefficients are adapted according to

(3)

which minimizes . Here, stands for either
or and denotes the th filter tap of any one

of the four FIR filters; denotes the (complex conjugate)
signal at the equalizer input at time step – , and is a
convergence parameter, typically chosen on the order of
for our receiver. CMA adaptation works particularly well for
(single-ring) PSK constellations, where it is often the only
adaptation algorithm used [20]. For QAM constellations,
which are generally composed of multiple rings (cf. inset to
Fig. 2), the error in Eq. (2) will not be reduced to zero by the
CMA; nevertheless, minimizing the error adjusts the filter
taps such that the equalized constellation becomes reasonably
compact, which yields sufficient pre-convergence based
on which one can safely switch to decision-directed (DD)
equalization (see [17]–[19] for a discussion in single-source
(non-PDM) situations). Several modifications to the CMA
have also been proposed [21], [22], including radius-directed
(‘multi-modulus’, MMA) decision-aided algorithms [23]–[26],
where one first makes a decision on the ring a received symbol
most likely belongs to and then adapts the equalizer using a
CMA based on knowledge of the correct ring radius , i.e.,
one uses the error . One drawback of
this approach is the fact that it relies on the correct decisions
regarding the transmitted ring radius; since the ring spacing in
QAM is generally smaller than the minimum symbol spacing

(0.87 and 0.54 for square 16-QAM), these decisions
show a significant number of errors for heavy noise loading
and/or for severe signal distortions; in agreement with [27],
we observed a reduced robustness in filter pre-convergence
using the multi-ring CMA and therefore opted for the classic
CMA. As a default starting condition for our regular CMA,
we use unit impulses for and (
for and zero otherwise) and all zeros
for and , and only change this starting condition if
pre-convergence is not obtained.

After CMA pre-convergence, an initial estimate of carrier
frequency offset and symbol phase was obtained as detailed
in Section III.D, and filter adaptation was switched to deci-
sion-directed (DD) operation. However, instead of using stan-
dard least-mean squares (LMS) adaptation with an error signal

, where is the correct angular
back-rotation following frequency and phase tracking, we used
the phase-independent error signal [28]

(5)

together with the corresponding filter update algorithm

(6)

where is typically chosen on the order of . This filter
adaptation is interleaved with a decision-directed phase-locked
loop (PLL), as shown in Fig. 4. Note that the decisions are
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based on the (optimum) standard rectilinear grid of QAM deci-
sion boundaries as opposed to radial decision boundaries [23],
[24]; only the error signal is exclusively based on radial in-
formation, which decouples the equalizer update from residual
phase tracking errors within the PLL.

Throughout our experiments, we employed Gray-coded
16-QAM without differential pre-coding. Within the parameter
space studied in this paper, we did not encounter any cycle slips
that could lead to long error bursts when differential pre-coding
is not used [29], [30]. Before outputting valid data, the receiver
has to test against a short known reference pattern to determine
the correct rotation of the QAM constellation. This referencing
process at the receiver is regularly done in systems employing
advanced modulation formats, even for simple direct-detection
systems using differential phase shift keying (DPSK), where
the receiver has to check for a possible pattern inversion.

D. Frequency and Phase Estimation

After CMA pre-convergence the received signal is reasonably
well decomposed into its two polarizations and is roughly equal-
ized within each polarization, but the constellation is still spin-
ning at the IF, is wiggling due to laser phase noise, and is rotated
to a random phase angle compared to the rectilinear desired de-
cision boundaries that are aligned with the real and imaginary
axes. In order to achieve frequency lock and phase alignment, a
standard decision-directed PLL [19] is implemented on a block
of 1000 symbols, as shown in Fig. 5(a). In contrast to com-
monly employed loop filters, our loop filter is implemented as
a running average over, respectively, and samples of the
phase difference between the pre-decision and post-deci-
sion signal samples, and the weighted output (weighting factor

) of the two integrators is used as the input to the
digital voltage-controlled oscillator (VCO). The parameter is
typically chosen around 0.95. The integration time constants
are chosen on the order of 10 for phase estimation and

1000 for frequency estimation. In order to find the correct
phase angle, we step through 10 reference constellations, rotated
in increments of , and pick the rotation angle of the refer-
ence constellation that shows the smallest mean-square error (cf.
Fig. 5(b)). This process corresponds to a maximum likelihood
(ML) search for the correct phase angle while simultaneously
estimating the IF. We found this decision-directed approach to
work much more reliably than multi-modulus variations of the
Viterbi-Viterbi algorithm [19], [26], for the same reasons as dis-
cussed in Section III.C along with the CMA and DD filter adap-
tation algorithms. After initial frequency and phase lock, the
decision-directed PLL continues its operation, interleaved with
DD filter adaptation.

IV. BACK-TO-BACK CHARACTERIZATION

A. Required Optical Signal-to-Noise Ratio (OSNR)

Fig. 6 shows back-to-back single-channel bit-error-ratio
(BER) measurements of the 16-QAM signal of our initial
setup [14], without electrical pre-filtering of the modulator
drive signals. The single-polarization signal requires an optical

Fig. 5. (a) Decision-directed PLL; (b) In acquisition mode, a max-
imum-likelihood estimate is made with respect to the unknown rotation
of the received constellation.

Fig. 6. Back-to-back BER measurements of our initial setup.

signal-to-noise ratio (OSNR, noise referenced to a 0.1-nm reso-
lution bandwidth and both polarizations) of 18 dB to achieve a
BER of , which corresponds to an implementation penalty
of about 4 dB compared to the theoretical limit [31].

Polarization multiplexing requires an OSNR of 22 dB for the
measured QAM waveforms, revealing an excess penalty of 1 dB
for PDM. The recovered 16-QAM signal constellations for both
polarizations at 23-dB OSNR are shown as an inset to Fig. 6.
Subsequent improvements to both transmitter and receiver were
able to reduce the PDM excess penalty to less than 0.2 dB.

B. Parameter Sensitivities

In order to understand the sensitivity of our algorithms to
various system parameters, we performed extensive Monte
Carlo simulations of single-polarization coherent receiver per-
formance. The 16-QAM waveform used for these simulations
is based on 64 repetitions of a random 16-QAM sequence
of length 2048, oversampled by a factor of 8. The employed
modulator structure, including band-limited drive waveforms,
is replicated by the simulations. The intensity eye diagram of
the simulated waveform as well as the symbol constellation
(including the symbol transition paths in the complex optical
field plane) is shown in the inset to Fig. 7(a). We use the same
algorithms for simulation as used in our experiments, and arrive
at a simulated required OSNR of 14 dB at ,
which corresponds to the theoretical limit and hence proves
the absence of purely algorithm-induced sensitivity penalties
in our setup.

Receiver performance as a function of the ADC resolution is
shown in Fig. 7(a). Between 4 and 5 bits are needed to avoid
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Fig. 7. (a) Simulated OSNR penalty as a function of the ADC resolution; inset:
intensity eye diagram and symbol constellation with symbol transitions of sim-
ulated 16-QAM waveform; (b) Curve: Simulated OSNR penalty as a function
of the aggregate laser linewidth (signal plus LO); symbols: measured OSNR
penalty using lasers with different levels of phase noise.

penalties in excess of 1 dB. These values are slightly more fa-
vorable than those reported in [29]. Recall that the effective res-
olution provided by the real-time oscilloscope is between 4 and
5 bits.

Regarding the lock-in range of our frequency recovery loop,
our simulations show negligible receiver performance degrada-
tions for values of the IF up to 100 MHz, also for substantial
optical noise loading and typical laser linewidths of 100 kHz.
In our experiments, we kept the IF below 20 MHz, which al-
ways yielded reliable frequency locking, even in the presence of
severe noise loading and signal distortions.

System performance as a function of the overall laser
linewidth (signal plus LO) is quantified in Fig. 7(b). The curve
shows some statistical uncertainty due to the underlying Monte
Carlo simulations. The sensitivity to laser phase noise closely
matches the results of [30] but shows better performance than
reported in [32] and [33]. The symbols in Fig. 7(b) represent
measurements with different combinations of lasers, having
linewidths of approximately 4 kHz, 100 kHz, and 2 MHz. In
the context of our discussion on laser phase noise tolerance, we
also acknowledge the fact that high-speed implementations of
decision directed PLLs may require substantial parallelization
and pipelining which reduces the linewidth tolerance of the
system, as noted in [29]; in this case, feed-forward carrier
recovery schemes can be used as a promising alternative [29],
[30]. One such technique is similar to the ML technique de-
scribed along with Fig. 5(b).

C. Narrow-Band Optical Filtering

Figure 8 characterizes the filtering tolerance of our setup. The
shaded areas apply to simulations using super-Gaussian filters

Fig. 8. Tolerance of the system to narrowband optical filtering. Symbols are
experimental measurements. Shaded areas are simulations for 1st, 2nd, and 4th
order super-Gaussian filters, bounded by the two extreme cases where filtering
takes place before noise loading and after noise loading, respectively.

of 1st, 2nd, and 4th order, with the normalized 3-dB filter band-
width shown on the x-axis. Depending on whether the OSNR
degradation takes place before or after the narrowband filter,
different results are obtained. (In practice, noise will be added
both before and after the several filters present in a system, so
that the actual performance of an optically-routed system is ex-
pected to fall in between these two extremes). In general, worse
results are obtained when introducing noise after narrowband
filtering, since in this case the strongest noise-enhancement ef-
fect due to the adaptive equalizer within the coherent receiver is
observed. Noise enhancement is not observed when the OSNR
is degraded before narrowband filtering, since in this case the
filter acts on both signal and noise and the equalizer re-estab-
lishes white noise conditions while simultaneously equalizing
the signal. The symbols are experimental measurements using
two 50 GHz/100 GHz interleavers that were detuned relative to
each other, thereby emulating narrow optical filters of 8, 11, 18,
and 26 GHz bandwidth, albeit with varying filter shapes. Noise
loading was performed after filtering in these experiments, and
a reasonable agreement between measurement and simulation
is observed.

V. WDM EXPERIMENTS

For all our WDM experiments we used the experimental setup
shown in Fig. 9. Ten lasers were operated on the desired WDM
grid in the C band (193.300–193.525 THz for experiments on
a 25-GHz grid and 193.35 THz–193.50 THz for a 16.67-GHz
grid). Of these, 9 were distributed feedback (DFB) lasers, while
a tunable external-cavity laser (ECL) with a 3-dB linewidth
of 100 kHz was used for the respective channel under test.
The sets of even and odd channels were each generated using
a separate transmitter of the type shown in Fig. 2. Odd and
even channels were amplified using erbium-doped fiber ampli-
fiers (EDFAs) and combined by a symmetric interleaver (IL),
25 GHz/50 GHz for our 25-GHz spaced WDM experiments and
16.7 GHz/33.4 GHz for our 16.67-GHz spaced WDM experi-
ments. In our 1022-km transmission experiment, a simple 3-dB
coupler was used for WDM combination, enabled by the elec-
tronic waveform shaping through electrical low-pass filtering of
the drive signal.
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Fig. 9. Experimental setup used for all our WDM experiments.

Fig. 10. Magnitude and group delay response of the 25-GHz interleavers used
in our experiments.

After WDM-combination, the signals were polarization-mul-
tiplexed by splitting into two paths and recombining in a
polarization beamsplitter (PBS), using manual polarization
controllers (PCs) and a decorrelation delay of 20 ns (280
symbols). The recirculating loop contained different optical
elements, depending on the respective experiment:

• In the filter-concatenation experiment (Section V.A, [14]),
the loop contained a short (20-km) span of standard single-
mode fiber (SSMF) together with an add/drop node com-
posed of two 25 GHz/50 GHz interleavers. Fig. 10 gives
magnitude and group delay characteristics of an individual
such interleaver. The 3-dB bandwidth of the full node is
20.6 GHz.

• In the long-haul transmission experiment (Section V.C
[16]) as well as in the ultrahigh spectral efficiency ex-
periment (Section V.D [15]), the loop contained four

80-km spans of SSMF (total loop length of 315 km) and
a gain-equalizing filter. The loss of the spans ranged from
16 dB to 17 dB. Amplification was provided by backward
Raman pumping and EDFA repeaters with approximately
5-dB noise figures. No dispersion-compensating fiber was
used. In the long-haul transmission experiment, a coupler
was placed after the amplifier following the first span, and
was used to sample the signals after transmission over
thirteen spans (3 complete loops km).

Fig. 11. Results of a filter concatenation experiment in a 10-channel 25-GHz
WDM environment (inset). The performance (measured BER expressed in
terms of the Q-factor) is shown on the left axis as a function of the number
of add/drop nodes passed, and the concatenated filter bandwidth (corrected
compared to [14]) is shown on the right axis.

At the receiver, the test channel, including a portion of its
neighbors, was selected using a 0.25-nm-bandwidth optical
filter, amplified, and combined with a LO in a coherent detec-
tion setup according to Fig. 3.

A. Filter Concatenation on a 25-GHz WDM Grid

Figure 11 shows the results of a filter concatenation experi-
ment [14], represented in terms of the received Q-factor. With
all 10 channels on (cf. inset), WDM crosstalk results in a BER
floor at (Q-factor of 10.38 dB). The observed perfor-
mance degradation represents a combination of filter concate-
nation, WDM crosstalk, and reduced OSNR as the number of
loop round-trips increases. After 7 passes through the add/drop
node, the -factor is reduced to 9.38 dB (BER of ),
representing a penalty of 1 dB. Also shown in the figure is
the concatenated optical filter bandwidth as a function of the
number of nodes passed. For 10 filter passes, the bandwidth
shrinks to about 70% of its starting value. Note that the adap-
tive equalizer in the coherent receiver also compensates well for
a significant amount of group delay ripple of the optical filters
(cf. Fig. 10), which adds approximately linearly for each loop
round-trip. (‘Approximately’ due to the slight frequency shift
imposed by the acousto-optic switches for each loop round trip).

Then, the 10 channels were transmitted through a straight line
of four 80-km spans of SSMF (a total of 315 km) with EDFA-
only repeaters and no dispersion-compensating fiber. An add/
drop node was included after the second span. The per-channel
power launched into each span was dBm, yielding a BER of

for the test channel at a received OSNR of 28 dB.

B. Electronic Pulse-Shaping: 25-GHz WDM Without ILs

The BER floor due to WDM crosstalk observed in the pre-
vious experiment was eliminated by using electrical low-pass
filtering prior to modulation, which shapes the optical spectrum
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Fig. 12. Effect of electronic pulse shaping on 4-level drive signal eye diagrams
and on 16-QAM optical spectra. Pulse shaping significantly reduces WDM
crosstalk, as can be seen from the 25-GHz spaced neighbors shown in gray.

Fig. 13. BER measurements for colorless (interleaver-free) WDM combination
and for WDM channel spacings of 25 GHz, 20 GHz, and 17 GHz.

by curtailing its sidelobes. As shown in Fig. 2, simple passive
Gaussian electrical low-pass filters with bandwidths of approx-
imately 11 GHz were used to this end, avoiding more sophisti-
cated high-speed digital pulse shaping through digital-to-analog
conversion of programmed raised-cosine waveforms [8], [9].
The four-level eye diagrams of the shaped and unshaped modu-
lator drive signals as well as of the corresponding optical spectra
are shown in Fig. 12.

The good suppression of spectral side lobes allowed us to
combine WDM channels on a 25-GHz WDM grid without the
use of interleavers, using a simple 3-dB coupler. Fig. 13 shows
BER measurements for this case. The triangles represent the
reference single-channel measurement of PDM 16-QAM, re-
vealing a back-to-back required OSNR of 20.8 dB to achieve
a BER of , which is about 1.2 dB better than our first
results shown in Fig. 6, and is off the theoretical limit (solid
line) by 3.8 dB. In 25-GHz WDM operation (circles), WDM
crosstalk from the two nearest neighbors imposes an additional
penalty of 1 dB. The penalty rises rapidly for WDM channel
spacings below 20 GHz (see curves in Fig. 13 for 20-GHz and
17-GHz spacing). The recovered 16-QAM signal constellations
of a central WDM channel at 25-GHz spacing and 21-dB OSNR
(BER of ) are also shown.

Fig. 14. Transmitted and received WDM spectra on a 25-GHz grid after
1022-km transmission. Upper right: Optimization of Raman gain and
per-channel signal launch power. BER results after transmission are shown in
the lower left plot together with the received spectrum. Lower right: Recovered
symbol constellations before and after transmission.

C. Long-Haul Transmission on a 25-GHz WDM Grid

We performed transmission of 10 WDM channels on a
25-GHz grid over 945 km (3 full loops) as well as over 1022 km
(3 full loops plus one span). Fig. 14 summarizes the results of
the WDM experiment. The figure shows the transmitted and
received WDM spectra after 1022 km (using optical spectrum
analyzers with different resolutions). The upper right portion
of the figure shows the received BER as a function of the
per-channel signal launch power. At 945 km, the optimum
launch power is dBm at a Raman gain of 10 dB. For
1022-km transmission we increased the Raman gain to 12
dB and found an optimum launch power of dBm. After
1022-km transmission, the average OSNR of the channels was
24 dB. The BER of each of the ten channels is shown together
with the received spectrum in the lower left portion of Fig. 14.
The highest BER is , below the correction threshold
of of enhanced FEC with 7% overhead. The recovered
signal constellations for channel 5 are shown at the transmitter
and after 1022-km transmission.

D. WDM Transmission at 6.2 b/s/Hz Spectral Efficiency

As evident from Fig. 13, going below 25-GHz channel
spacing requires additional optical interleaver filtering at the
transmitter to avoid significant WDM crosstalk penalties. In
order to achieve 16.67-GHz channel spacing with low penalties,
we therefore used a custom-designed silica-on-silicon, 0.80%
normalized-index-step planar-lightwave circuit with highly
sampled arrayed-waveguide gratings (AWGs) in a configura-
tion similar to [34] and [35]. It consists of two AWGs with
a free-spectral range of 33.33 GHz and 14 grating arms each
connected by 7 equal-length waveguides. The magnitude and
group-delay responses of the interleaver passbands, with a 3-dB
bandwidth of 13 GHz are shown in Fig. 15.

Fig. 16 shows back-to-back BER measurements. The tri-
angles represent the measurement of a single-channel PDM
16-QAM signal without using the 16.67-GHz/33.33-GHz
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Fig. 15. Magnitude and group delay response of the 16.67-GHz interleaver
used in our experiments.

Fig. 16. BER measurements of 16-QAM for 16.67-GHz spaced WDM.
Solid curve: Theory; Triangles: Single channel, no interleaver; Circles: Single
channel, 16.67-GHz interleaver; Squares: WDM on a 16.67-GHz grid.

interleaver, revealing a back-to-back required OSNR
of 20.2 dB, another 0.6-dB improvement

compared to the results of Section V.B and only 3.2 dB off
the theoretical limit, solid line. When passing through the
interleaver (circles), a penalty of 1.3 dB is incurred due to the
tight optical filtering, in line with the results of Fig. 8. Crosstalk
from the 33.3-GHz spaced neighbors within the same set of
WDM channels (i.e., for operation with even channels only
or with odd channels only) was measured to be negligible. In
16.7-GHz WDM operation (squares), crosstalk from the two
nearest neighbors imposes an additional penalty of 1.5 dB.
Fig. 16 also shows the recovered 16-QAM signal constellations
for both polarizations of a single unfiltered channel at high
( 35 dB) OSNR as well as for a central WDM channel at
23-dB OSNR (BER of ).

After 630-km transmission (2 loop round-trips; 10-dB Raman
gain; dBm per-channel signal launch power), the average
OSNR of the channels was 24 dB. Transmitted and received
spectra are shown in Fig. 17 (using optical spectrum analyzers
with different resolutions). The received signal constellations of
a central channel are also shown, together with the BER of each
of the 10 channels. All BERs are below , the threshold
of enhanced FEC.

VI. CONCLUSION

We have summarized a series of experiments [14]–[16]
that demonstrated the first blind intradyne detection of PDM

Fig. 17. Transmitted and received WDM spectra on a 16.67-GHz grid after
630-km transmission. BER results after transmission are shown in the lower
left plot together with the received spectrum. Lower right: Recovered symbol
constellations after transmission.

16-QAM signals at 112 Gb/s. We have described transmitter
and receiver setups as well as the underlying detection algo-
rithms in detail and analyzed their performance using both
simulated and measured waveforms. Our receiver requires an
ADC resolution of 5 bits and a frequency difference between
signal and LO lasers of below 20 MHz. The aggregate
linewidth of the two lasers must stay below several hundred
kHz in order to avoid noticeable OSNR penalties. The entire
setup yields a back-to-back required OSNR of 20.2 dB, which
is 3.2 dB off the theoretical limit.

In a 25-GHz-spaced 10-channel WDM environment (4.1 b/s/
Hz), we measured a 1-dB -factor penalty after seven passes
through an add/drop multiplexer, and transmitted the signal over
1022 km of uncompensated, hybrid EDFA-Raman amplified
80-km spans of SSMF. Electrical waveform shaping allowed us
to combine the WDM channels using a simple 3-dB coupler and
no optical interleaver filters.

On a 16.67-GHz WDM grid, we achieved 10-channel trans-
mission over 630 km using the same line system as for the
1022-km experiment. This yields a high spectral efficiency of
6.2 b/s/Hz, with 1-Tb/s of information fitting within 1.2 nm of
optical bandwidth. A spectral efficiency distance product of
3906 b/s/Hz km was obtained.
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